
Supplementary material for the paper: Local stationarity and

time-inhomogeneous Markov chains

Lionel Truquet ∗†

In this notes, we provide the proofs of the results given in the paper as well as additional
examples of locally stationary Markov chains. For the proofs, the number of the section is already
given in the paper.

1 Proof of Theorem 1

We remind the reader that for a Markov kernel R on (E,B(E)) and µ, ν ∈ P(E), ‖µR− νR‖TV ≤
c(R) · ‖µ − ν‖TV , where c(R) = sup(x,y)∈E ‖δxR − δyR‖TV ∈ [0, 1]. Then, under our assumptions,
the application T : P(E) → P(E) defined by T (µ) = µQmu is contracting and the existence and
uniqueness of an invariant probability πu easily follows from the fixed point theorem in a complete
metric space.

We next check the first condition of Definition 1. The result is shown by induction. For j = 1,
we have from assumption A1,

‖πu − πv‖TV ≤ ‖πuQmu − πvQmu ‖TV + ‖πvQmu − πvQmv ‖TV
≤ r‖πu − πv‖TV + sup

x∈E
‖δxQmu − δxQmv ‖TV .

Since for two Markov kernels R and R̃ and µ, ν ∈ P(E), we have

‖µR− νR̃‖TV ≤ sup
x∈E
‖δxR− δxR̃‖TV + c

(
R̃
)
‖µ− ν‖TV ,

we deduce from assumption A2 that supx∈E ‖δxQmu − δxQmv ‖TV ≤ mL|u − v|. This leads to the
inequality ‖πu−πv‖TV ≤ mL(1−r)−1|u−v| which gives the result for j = 1. If the continuity condi-
tion holds true for j− 1, we note that πu,j (dx1, . . . , dxj−1) = πu,j−1 (dx1, . . . , dxj−1)Qu (xj−1, dxj)
and ‖πu,j−πv,j‖TV ≤ supx∈E ‖δxQu−δxQv‖TV +‖πu,j−1−πv,j−1‖TV , which leads to the continuity
of u 7→ πu,j . This justifies Condition 1 of Definition 1. Finally we prove the bound announced

for ‖π(n)
k,j − πu,j‖TV . Note that this bound automatically implies Condition 2 of Definition 1. For

n ≥ k ≥ m, we set Rk,m = Q k−m+1
n

Q k−m+2
n
· · ·Q k

n
. From Assumption A2, we have

sup
x∈E
‖δxRk,m − δxQmu ‖TV ≤ L

k∑
s=k−m+1

∣∣∣u− s

n

∣∣∣ .
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Now for j = 1, we have

‖π(n)
k − πu‖TV ≤ ‖π(n)

k−mRk,m − π
(n)
k−mQ

m
u ‖TV + ‖π(n)

k−mQ
m
u − πuQmu ‖TV

≤ L
k∑

s=k−m+1

∣∣∣u− s

n

∣∣∣+ r‖π(n)
k−m − πu‖TV .

Using the fact that is s ≤ 0, |u− s/n| ≥ |u|, we deduce that

‖π(n)
k − πu‖TV ≤ L

∞∑
`=0

r`
k−`m∑

s=k−(`+1)m+1

∣∣∣u− s

n

∣∣∣
≤ Lm

∞∑
`=0

`r`
∣∣∣∣u− k

n

∣∣∣∣+
1

n
L
∞∑
`=0

r`
(`+1)m−1∑
h=`m

h.

which gives the result for j = 1. Next, using the same argument as for the continuity of the
finite-dimensional distributions, we have

‖π(n)
k,j − πu,j‖TV ≤ L

∣∣∣∣u− k + j − 1

n

∣∣∣∣+ ‖π(n)
k,j−1 − πu,j−1‖TV .

Hence the result easily follows by induction.�

2 An additional result for Section 2.3

In this section, we give a useful result for controlling the variance in the nonparametric kernel
estimation of some expectations of finite-state Markov chains. We remind that K : R → R+

denotes a probability density, supported on [−1, 1] and of bounded variation. For b = bn ∈ (0, 1),
we set

ei(u) =

1
nbK

(
u− i

n
b

)
1
nb

∑n
j=`K

(
u− j

n
b

) , u ∈ [0, 1], ` ≤ i ≤ n

and

ĥu =

n∑
i=`

ei(u)f (Xn,i−`+1, . . . , Xn,i) .

The next proposition gives a uniform control of the variance part ĥu − Eĥu.

Proposition 6. Suppose that Assumptions A1-A2 hold. Then, if b→ 0 and nb1+ε →∞ for some
ε > 0,

sup
u∈[0,1]

∣∣∣ĥu − Eĥu
∣∣∣ = OP

(√
log n√
nb

)
.
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Proof of Proposition 6. We set Yn,i = f (Xn,i−`+1, . . . , Xn,i). First, note that the triangular

array (Yn,i)1≤i≤n is φ−mixing (and then α−mixing) with φn(j) ≤ C̃ρj−` where C̃ is a positive

constant. We have [0, 1] = ∪k+1
s=1Is where k is the integer part of 1/b, Is = ((s − 1)b, sb] for

1 ≤ s ≤ k and Ik+1 = (kb, 1]. We set S
(n)
0 = 0 and if ` ≤ i ≤ n, S

(n)
i =

∑i
s=` Z

(n)
s , where

Z
(n)
s = Yn,s − EYn,s. Then for ` ≤ j ≤ j + k ≤ n, we have∣∣∣∣∣∣

j+k∑
i=j

ei(u)Z
(n)
i

∣∣∣∣∣∣ ≤ ej(u) ·
∣∣∣S(n)
j−1

∣∣∣+ ej+k(u) ·
∣∣∣S(n)
j+k

∣∣∣+

j+k−1∑
i=j

|ei(u)− ei−1(u)| ·
∣∣∣S(n)
i

∣∣∣
≤ C ′′

nb
max

j−1≤i≤j+k

∣∣∣S(n)
i

∣∣∣ .
This gives the bound

max
u∈[0,1]

∣∣∣∣∣
n∑
i=1

ei(u)Z
(n)
i

∣∣∣∣∣ ≤ max
1≤s≤k

max
u∈Is

∣∣∣∣∣∣
∑

n(s−2)b≤i≤n(s+1)b

ei(u)Z
(n)
i

∣∣∣∣∣∣
≤ C ′′

nb
max

2≤s≤k+1
max

n(s−2)b−1≤i≤n(s+1)b

∣∣∣S(n)
i

∣∣∣ .
We will use the exponential inequality for strong mixing sequences given in Rio (1999), Theorem
6.1 (see also Rio (2013), Theorem 6.1). This inequality guarantees that for any integer q, we have

P
(

max
n(s−2)b−1≤i≤n(s+1)b

∣∣∣S(n)
i

∣∣∣ ≥ Fλ) ≤ G exp

(
− λ

2q‖f‖∞
log

(
1 +K

λq

nb

))
+Mnb

ρq

λ
, (1)

where F,G,K,M are three positive real numbers not depending on n and s and λ ≥ q‖f‖∞. We

have k = O
(
b−1
)

and setting q ≈
√
nb√

logn
and λ = λ′

√
nb log n, we have for λ′ large enough

P

(
max
u∈[0,1]

∣∣∣∣∣
n∑
i=1

ei(u)Z
(n)
i

∣∣∣∣∣ > Fλ

nb

)
= OP

(
1

bn
1

1+ε

+

√
nb

b
√

log(n)
ρ

√
nb

log(n)

)
.

Then the result follows from the bandwidth conditions.�

3 Proof of the results of Section 2

3.1 Proof of Proposition 1

Using the Markov property, we have

φn(j) ≤ max
1≤i≤n−j

sup
0≤f≤1

‖E (f (Xn,i+j) |Xn,i)− E (f (Xn,i)) ‖∞,

where for a random variable Y , ‖Y ‖∞ denotes its infinite norm. We first consider ε > 0 such that
α = 2mLε+ r < 1. Assume first that n ≥ m

ε . In the proof of Theorem 1, we have shown that if for
m ≤ k ≤ n and Rk,m = Q k−m+1

n
· · ·Q k

n
,

sup
x∈E
‖δxRk,m − δxQmk

n

‖TV ≤ L
k∑

s=k−m+1

∣∣∣u− s

n

∣∣∣ ≤ mLε.
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Then, from Assumption A1 and the triangular inequality, we get

sup
x,y∈E

‖δxRk,m − δyRk,m‖TV ≤ α.

Now if j = tm+ s for two positive integers t, s, we get

‖δXn,k−jQ k−j+1
n
· · ·Q k

n
− π(n)

k−jQ k−j+1
n
· · ·Q k

n
‖TV ≤ αt.

We easily deduce the bound on φn by taking the infinite norm for the left-hand term of the previous
inequality. Now, if n < m

ε , one can use the bound φn(j) ≤ 1. Setting ρ = α1/m, this leads to the

result with an appropriate choice of C, e.g C = max
{
ρ1− 1

ε , α−1
}

.�

3.2 Proof of Corollary 1

From the inequality

‖δxQmu − δyQmu ‖TV = 1−
∑
z∈E

Qmu (x, z) ∧Qmu (y, z) ≤ 1− |E| · inf
x,y∈E

Qmu (x, y),

assumption A1 is satisfied as soon as infu∈[0,1],(x,y)∈E2 Qmu (x, y) > 0. From aperiodicity and irre-
ducibility, it is well known that for each u ∈ [0, 1],

mu = inf

{
k ≥ 1 : min

(x,y)∈E2
Qku(x, y) > 0

}
<∞.

By continuity of the application u 7→ Qu, the sets Ou = {v ∈ [0, 1] : Qmuv > 0} are open subsets
of [0, 1]. Using a compactness argument, the interval [0, 1] can be covered by finitely many Ou,
say Ou1 , . . . ,Oud . Then Assumption A1 is satisfied with m = max1≤i≤dmui . Assumption A2 is
automatically satisfied. Then Theorem 1 and Proposition 1 apply.�

3.3 Asymptotic properties for finite-state Markov chains

We will prove the following result.

Theorem 5. Suppose that Assumptions A1-A2 hold and that for a given ε > 0, b → 0 and
nb1+ε →∞.

1. For (x, y) ∈ E2, we have

sup
u∈[0,1]

[
|Eπ̂u(x)− πu(x)|+

∣∣∣∣Eπ̂u,2(x, y)

Eπ̂u(x)
−Qu(x, y)

∣∣∣∣] = O (b) (2)

and

sup
u∈[0,1]

|π̂u(x)− Eπ̂u(x)| = O

(√
log(n)√
nb

)
, (3)

sup
u∈[0,1]

∣∣∣∣Q̂u(x, y)− Eπ̂u,2(x, y)

Eπ̂u(x)

∣∣∣∣ = O

(√
log(n)√
nb

)
.
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2. For (u, x) ∈ (0, 1)×E, the vector
(√

nb [π̂u(x)− Eπ̂u(x)]
)
x∈E

is asymptotically Gaussian with

mean 0 and covariance Σ
(1)
u : E × E → R defined by

Σ(1)
u =

∫
K2(x)dx ·

Γu(0) +
∑
j≥1

(
Γu(j) + Γu(j)′

) ,
where Γu(j)x,y = πu(x)Qju(x, y)− πu(x)πu(y).

3. For (u, x, y) ∈ (0, 1)× E2, the vector

√
nb

(
Q̂u(x, y)− Eπ̂u,2(x, y)

Eπ̂u(x)

)
(x,y)∈E2

is asymptotically Gaussian with mean 0 and covariance Σ(2) : E2 × E2 → R defined by

Σ(2)
u

(
(x, y), (x′, y′)

)
=

∫
K2(x)dx ·Qu(x, y)

πu(x)

[
1y=y′ −Qu(x′, y′)

]
1x=x′ .

Proof of Theorem 5

Proof of point 1. For the control of the bias, note that

Eπ̂u,2(x, y)− πu,2(x, y) =
n−1∑
i=1

ei(u)
[
π

(n)
i,2 (x, y)− πu,2(x, y)

]
.

Since ei(u) = 0 if |u− i/n| > b, Theorem 1 ensures that

sup
u∈[0,1]

|Eπ̂u,2(x, y)− πu,2(x, y)| = O

(
b+

1

n

)
= O (b) .

By summation on y, we deduce the first bound and using the fact that minu∈[0,1] πu(x) > 0, we

deduce that maxu∈[0,1]
1

Eπ̂u(x) = OP(1) and the second bound follows.

For the variance terms, we use Proposition 6 which ensures the first bound as well as maxu∈[0,1]
1

π̂u(x) =

OP(1). This gives also the second bound.�

Proof of point 2. The proof is a simple consequence of Proposition 5 (2.) given in the paper.
Indeed, from the proof of Corollary 1 of the paper, it is shown that there exists a positive integer
m such that minx,y∈E minu∈[0,1]Q

m
u (x, y) > 0. Using the uniform continuity of the application

u 7→ Qu, one can check that all the assumptions of Theorem 4 are satisfied by choosing ε > 0 small
enough, V ≡ 1 and Ṽ constant. Then setting Zn,i =

∑
x∈E λx1{Xn,i=x} for some real numbers

λx, x ∈ E, the result follows directly from Proposition 7 and the Cramér-Wold device.�
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Proof of point 3. Let

Zn(x, y) =

√
nb

π̂u(x)

n∑
i=2

Dn,i(x, y)

where
Dn,i(x, y) = ei(u)

[
1{Xn,i−1=x,Xn,i=y} −Q i

n
(x, y)1{Xn,i−1=x}

]
is a martingale increment bounded by (nb)−1 (up to a constant). We set δn,i(x, y) = 1 if Xn,i−1 =

x,Xn,i = y and 0 otherwise and δ
(u)
i (x, y) is defined in the same way but with the stationary

approximation. Using the classical Lindeberg central limit theorem for martingales, the sum√
nb
∑n−1

i=1 [Dn,i(x, y)]x,y∈E is asymptotically a Gaussian vector with mean 0 and variance matrix
Σ defined by

Σ
(
(x, y), (x′, y′)

)
= lim

n→∞
nb

n∑
i=2

ei(u)2Cov
[
δn,i(x, y)−Q i

n
(x, y)1{Xn,i−1=x}, δn,i(x

′, y′)−Q i
n

(x′, y′)1{Xn,i−1=x′}

]
= lim

n→∞
nb

n∑
i=2

ei(u)2Cov
[
δ

(u)
i (x, y)−Qu(x, y)1{Xi−1(u)=x}, δ

(u)
i (x′, y′)−Qu(x′, y′)1{Xi−1(u)=x′}

]
=

∫
K2(z)dz · P (X1(u) = x,X2(u) = y) ·

[
1y=y′ −Qu(x′, y′)

]
1x=x′ .

In the previous equalities, we have used Theorem 1, the continuity properties of the transition
matrix and the limits

lim
n→∞

1

nb

n−1∑
i=1

K

(
u− i/n

b

)
=

∫
K(z)dz = 1, lim

n→∞

1

nb

n−1∑
i=1

K2

(
u− i/n

b

)
=

∫
K(z)2dz.

We deduce that the vector [Zn(x, y)]x,y∈E is asymptotically Gaussian with mean zero and covari-

ance matrix Σ
(2)
u .

Then it remains to show that for each (x, y) ∈ E2,

√
nb

[
n∑
i=2

ei(u)
1{Xn,i−1=x}Q i

n
(x, y)

π̂u(x)
− Eπ̂u,2(x, y)

Eπ̂u(x)

]
= oP(1). (4)

To show (4), we use the decomposition

√
nb

[
n∑
i=2

ei(u)
1{Xn,i−1=x}Q i

n
(x, y)

π̂u(x)
− Eπ̂u,2(x, y)

Eπ̂u(x)

]

=

√
nb

π̂u(x)

n∑
i=2

ei(u)
(
1{Xn,i−1=x} − π

(n)
i−1(x)

)
·
(
Q i

n
(x, y)−Qu(x, y)

)
+
√
nb

n∑
i=2

ei(u)π
(n)
i−1(x)

(
Q i

n
(x, y)−Qu(x, y)

) πu(x)− π̂u(x)

π̂u(x)πu(x)

=
An
π̂u(x)

+Bn
πu(x)− π̂u(x)

π̂u(x)πu(x)
.
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Since the kernel K has a compact support and u 7→ Qu(x, y) is Lipschitz continuous, we have

Bn = O
(√

nbb
)

. Moreover, using covariance inequalities, we have Var (An) = O
(
b2
)
. Then (4)

follows from π̂u(x)− πu(x) = OP

(
1√
nb

)
and 1

π̂u(x) = OP(1). The proof of point 3 is now complete.

�

4 Geometric ergodicity result for Section 3

Proposition 7. Assume that assumptions B1-B3 hold true.

1. For all u ∈ [0, 1], the Markov chain of transition Qu has a unique invariant probability dis-
tribution denoted by πu. Moreover for all initial probability distribution µ ∈ Pp(E), we have
for n = mj + s

Wp (µQnu, πu) ≤ Cs1rj
[(∫

d(x, x0)pµ(dx)

)1/p

+ κ2

]
,

where κ2 = supu∈[0,1]

(∫
d(x, x0)pπu(dx)

)1/p
<∞.

2. If u, v ∈ [0, 1], we have

Wp(πu, πv) ≤
C2|u− v|

1− r

mCm−1
1 κ2 +

m−1∑
j=0

Cj1κ1(m− j − 1)

 ,
where κ1(j) = supu∈[0,1]

(∫
d(x, x0)pQju(x0, dx)

)1/p
<∞.

Proof of Proposition 7 We first show that the quantities κ1(j) are finite. We set qj =(∫
(1 + d(x, x0))pQj0(x0, dx)

)1/p
. If j ≥ 1, we have, using Lemma 4 (2.),

Wp

(
δx0Q

j
u, δx0Q

j
0

)
≤ Wp

(
δx0Q

j
u, δx0Q

j−1
0 Qu

)
+Wp

(
δx0Q

j−1
0 Qu, δx0Q

j
0

)
= C1Wp

(
δx0Q

j−1
u , δx0Q

j−1
0

)
+ C2|u|κqj−1.

We obtain

Wp

(
δx0Q

j
u, δx0Q

j
0

)
≤ C2

j−1∑
s=0

Cs1qj−s−1. (5)

Using Lemma 3 with the function f(x) = 1 + d(x, x0), we get

κ1(j) ≤ qj + C2

j−1∑
s=0

Cs1qj−s−1.
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1. The existence and uniqueness of an invariant probability πu ∈ Pp easily follows from the fixed
point theorem for a contracting application in the complete metric space (Pp,Wp).
Before proving the geometric convergence, let us show that the quantity κ2 is finite. We have,
using Lemma 4,

Wp(πu, π0) ≤ Wp (πuQ
m
u , π0Q

m
u ) +Wp (π0Q

m
u , π0Q

m
0 )

≤ rWp (πu, π0) +

(∫
W p
p (δxQ

m
u , δxQ

m
0 )π0(dx)

)1/p

.

Using (5) and Lemma 4, we have

Wp (δxQ
m
u , δxQ

m
0 ) ≤ Wp (δxQ

m
u , δx0Q

m
u ) +Wp (δx0Q

m
u , δx0Q

m
0 ) +Wp (δxQ

m
0 , δx0Q

m
0 )

≤ 2rd(x, x0) + C2

m−1∑
s=0

Cj1qm−s−1.

From the previous bound, we easily deduce the existence of a real number D > 0, not
depending on u, such that Wp(πu, π0) ≤ D

1−r . Using Lemma 3, we get

κ2 ≤
D

1− r
+

(∫
d(x, x0)pπ0(dx)

)1/p

,

which is finite.
Now, the geometric convergence is a consequence of the inequality

Wp (µQnu, πuQ
n
u) ≤ Cs1rjWp(µ, πu) ≤ Cs1rj

[(∫
d(x, x0)pµ(dx)

)1/p

+ κ2

]
.

Finally, let ν be an invariant probability for Pu (not necessarily in Pp). Let f : E → R
be an element of Cb(E) (the set of real-valued, continuous and bounded functions defined
on E). Since convergence in Wasserstein metric implies weak convergence, we have from
the geometric ergodicity limn→∞Q

n
uf(x) = πuf for all x ∈ E. Hence, using the Lebesgue

theorem, we have

νf = νQnuf =

∫
ν(dx)Qnuf(x)→ πuf

which shows the unicity of the invariant measure.

2. Proceeding as for the previous point, we have

Wp(πu, πv) ≤ rWp(πu, πv) +

(∫
W p
p (δxQ

m
u , δxQ

m
v )πv(dx)

)1/p

. (6)

However,

Wp (δxQ
m
u , δxQ

m
v ) ≤ C1Wp

(
δxQ

m−1
u , δxQ

m−1
v

)
+ C2|u− v|

(∫
[1 + d(y, x0)]pQm−1

v (x, dy)

)1/p

≤ C1Wp

(
δxQ

m−1
u , δxQ

m−1
v

)
+ C2|u− v|

(
κ1(m− 1) + Cm−1

1 d(x, x0)
)
.
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We deduce that

Wp (δxQ
m
u , δxQ

m
v ) ≤ C2|u− v|

m−1∑
j=0

Cj1κ1(m− j − 1) +mCm−1
1 d(x, x0)

 .

Reporting the last bound in (6), we get the result.�

5 Proof of Theorem 2

1. We show the result by induction and first consider the case j = 1. For k ≤ n, let Qk,m be the
probability kernel Q k−m+1

n
· · ·Q k

n
. We have

Wp

(
π

(n)
k , πu

)
= Wp

(
π

(n)
k−mQk,m, πuQ

m
u

)
≤ Wp

(
π

(n)
k−mQk,m, π

(n)
k−mQ

m
u

)
+Wp

(
π

(n)
k−mQ

m
u , πuQ

m
u

)
≤ rWp

(
π

(n)
k−m, πu

)
+

(∫
W p
p (δxQk,m, δxQ

m
u )π

(n)
k−m(dx)

)1/p

.

From Lemma 5, we have

Wp (δxQk,m, δxQ
m
u ) ≤

m−1∑
s=0

Cs1C2

[∫
(1 + d(y, x0))p δxQ k−m+1

n
· · ·Q k−s−1

n
(dy)

]1/p ∣∣∣∣u− k − s
n

∣∣∣∣ .
First we note that from our assumptions and using Lemma 3 with the function f(x) =
1 + d(x, x0), we have

[δxQuf
p]1/p ≤ [δx0Quf

p]1/p + C1d(x, x0) ≤ (1 + κ1(1) + C1) f(x),

where κ1 is defined in Proposition 2 in the paper. Then we get supu∈[0,1] δxQuf
p ≤ Cp3fp(x),

where C3 = 1 + κ1(1) + C1. This yields to the inequality

Wp (δxQk,m, δxQ
m
u ) ≤

m−1∑
s=0

Cs1C2C
m−s−1
3

∣∣∣∣u− k − s
n

∣∣∣∣ f(x).

Then we obtain

Wp

(
π

(n)
k , πu

)
≤ rWp

(
π

(n)
k−m, πu

)
+

m−1∑
s=0

Cs1C2C
m−s−1
3

∣∣∣∣u− k − s
n

∣∣∣∣ (π(n)
k−mf

p
)1/p

.

Then the result will easily follow if we prove that supn,k≤n π
(n)
k fp < ∞. Setting ck =

Wp

(
π

(n)
k , π k

n

)
and C4 =

∑m−1
s=0 (s + 1)Cs+1

1 C2C
m−s−1
3 and using our previous inequality,

we have

ck ≤ rWp

(
π

(n)
k−m, π k

n

)
+
C4

n

(
π

(n)
k−mf

p
)1/p

≤
(
r +

C4

n

)
ck−m + rWp

(
π k−m

n
, π k

n

)
+
C4

n
(1 + κ2).

9



Then, if n0 is such that for all n ≥ n0, r+C4
n < 1, the last inequality, Proposition 2 and Lemma

3 guarantee that supn≥n0,1≤k≤n π
(n)
k fp is finite and only depends on p, d, r, C1, C2, κ1(1), . . . , κ1(m), κ2.

Moreover if n ≤ n0, we have
(
π

(n)
k fp

)1/p
≤ (C4 + 1)n0 (π0f

p)1/p. This concludes the proof

for the case j = 1.

2. Now for j ≥ 2, we define a coupling of
(
π

(n)
k,j , πu,j

)
as follows. First we consider an optimal

coupling Γ
(k,n)
u,j−1 of

(
π

(n)
k,j−1, πu,j−1

)
, and for each (x, y) ∈ E2, we define an optimal coupling

∆
(k,n)
x,y,j,u of

(
δxQ k+j

n
, δyQu

)
. From Villani (2009), Corollary 5.22, it is possible to choose this

optimal coupling such that the application (x, y) 7→ ∆
(k,n)
x,y,j,u is measurable. Now we define

Γ
(k,n)
u,j (dx1, dy1, . . . , dxj , dyj) = ∆

(k,n)
xj−1,yj−1,j,u

(dxj , dyj)Γ
(k,n)
u,j−1(dx1, dy1, . . . , dxj−1, dyj−1).

Then we easily deduce that

W p
p

(
π

(n)
k,j , πu,j

)
≤W p

p

(
π

(n)
k,j−1, πu,j−1

)
+

∫
W p
p

(
δxj−1Q k+j

n
, δyj−1Qu

)
Γ

(n,k)
u,j−1 (dx1, dy1, . . . , dxj−1, dyj−1) .

Since

Wp

(
δxj−1Q k+j

n
, δyj−1Qu

)
≤ C1d(xj−1, yj−1) + C2 [1 + d(yj−1, x0)]

∣∣∣∣u− k + j

n

∣∣∣∣ .
This leads to

Wp

(
π

(n)
k,j , πu,j

)
≤ (1 + C1)Wp

(
π

(n)
k,j−1, πu,j−1

)
+ C2(1 + κ2)

∣∣∣∣u− k + j

n

∣∣∣∣ .
The results follows by a finite induction.

Finally, note that Condition 1 of Definition 1 of the paper follows from induction and the
point 2 of Proposition 2, because using the same type of arguments, we have

Wp (πv,j , πu,j) ≤ (1 + C1)Wp (πv,j−1, πu,j−1) + C2(1 + κ2) |u− v| .

The proof of the Theorem is now complete.�

6 Local stationarity for the functional time series example

For a square integrable function f , we remind that E
∣∣∣∫ 1

0 f(s)dBk(s)
∣∣∣2 =

∫ 1
0 f(s)2ds. Here we set

x0 = 0. For a borelian set A and x ∈ E we set

Qu(x,A) = P
(∫

a(·, s)x(s)ds+

∫
σ(·, s)dB1(s) ∈ A

)
.

Using the inequality (a+ b)2 ≤ 2a2 + 2b2, we have∫
‖y‖2δxQu(dy) ≤ 2

[∫ 1

0

∣∣∣∣∫ 1

0
au(t, s)x(s)ds

∣∣∣∣2 dt+

∫ 1

0
E
∣∣∣∣∫ 1

0
σu(t, s)dB1(s)

∣∣∣∣2 dt
]

≤ 2

[∫ 1

0

∫ 1

0
a2
u(t, s)dtds‖x‖2 +

∫ 1

0

∫ 1

0
σu(t, s)dsdt

]
.
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From the integrability assumptions, we get B1. Next, using Cauchy-Schwarz inequality,

W 2
2 (δxQu, δyQu) =

∫ 1

0

∣∣∣∣∫ 1

0
au(t, s)(x(s)− y(s))ds

∣∣∣∣2 dt
≤

∫ 1

0

∫ 1

0
a2
u(t, s)dsdt · ‖x− y‖2.

Assumption B2 follows from the assumption made on the kernel a. Finally, using similar arguments,
we have

W 2
2 (δxQu, δxQv) ≤ 2C2|u− v|2

(
1 + ‖x‖2

)
and B3 is also satisfied.

7 Mixing conditions for Markov chains contracting in the Wasser-
stein metric

For the Markov chains introduced in Section 3 of the paper, the τ−mixing coefficients introduced
and studied in Dedecker and Prieur (2004) are adpated to our triangular arrays. When this co-
efficient, which has been introduced for Banach spaces E, has a suitable decay, standard limit
theorems can be obtained for the random sequence under study. The advantage of this mixing
coefficient is to not require regularity conditions on the noise distributions of dynamical systems.
We refer the reader to Dedecker and Prieur (2004) for many examples of random sequences for
which this coefficient can be easily controlled. For our locally stationary Markov chains with con-
tracting Markov kernels in Wasserstein metrics, the τ−dependence is adapted and will replace the
φ−mixing coefficient of Section 2.

In the sequel, we denote by Λ1(E) the set of 1−Lipschitz functions from E to R. If j ≤ n − 1
and 1 ≤ i ≤ n− j, we set

U
(n)
i,j = sup {|E [f (Xn,i+j |Xn,i)]− E [f (Xn,i+j)]| : f ∈ Λ1(E)} ,

the τn−mixing coefficient for the sequence (Xn,k)1≤k≤n is defined by

τn(j) = sup
1≤i≤n−j

E
[
U

(n)
i,j

]
.

Note that, if X̃n,i+j denotes a copy of Xn,i+j , independent from Xn,i, we have the bound

E
[
U

(n)
i,j

]
≤ Ed

(
Xn,i+j , X̃n,i+j

)
.

This bound is particularly useful for bounding the coefficients τn. Let us also note that by the

Kantorovitz-Rubinstein theorem (see Villani (2009), Remark 5.16), the random variable U
(n)
i,j is the

Wasserstein distance of order 1 between the probability distribution of Xn,i+j and the conditional
distribution Xn,i+1|Xn,i.

The following assumption, which strengthens the first part of Assumption B2 in the case m ≥ 2
and p = 1, will be needed. In the sequel, for a positive real number ε, we set

Im(ε) = {(u1, . . . , um) ∈ [0, 1]m : |ui − uj | ≤ ε, 1 ≤ i 6= j ≤ m} .

11



B4 There exists a positive real number ε such that for all (u, u1, . . . , um) ∈ [0, 1]m+1 satisfying
|ui − u| < ε for 1 ≤ i ≤ m, we have

W1 (δxQu1 · · ·Qum , δyQu1 · · ·Qum) ≤ rd(x, y),

where m and r are defined in assumption B2.

Note. Since the Wasserstein distances satisfy W1 ≤ Wp for p ≥ 1, if we prove B4 but using Wp

instead of W1 and if there exists C1 ≥ 1 such that for all (x, y, u) ∈ E2 × [0, 1], Wp (δxQu, δyQu) ≤
C1d(x, y), then Assumption B2 will be satisfied. We will mainly proceed like this in our examples.

Proposition 8. Suppose that Assumptions B1−B2 and B4 hold. Then there exist C > 0, only
depending on m, r,C1, ε such that

τn(j) ≤ Crj/m.

Note. Let us remind that Proposition 8 implies a geometric decrease for the covariances. This is
a consequence of the following property. If f : E → R is measurable and bounded and g : E → R
is measurable and δ(g)−Lipschitz, we have

Cov (f (Xn,i) , g (Xn,i+j)) ≤ ‖f‖∞ · δ(g) · τn(j).

Proof of Proposition 8 We first consider the case n ≥ m/ε. Now if k is an integer such that
k +m− 1 ≤ n, note that assumption B4 entails that

W1

(
µQ k

n
· · ·Q k+m−1

n
, νQ k

n
· · ·Q k+m−1

n

)
≤ rW1(µ, ν), (7)

where the probability measures µ and ν have both a finite first moment. If j = mt+ s, we get from
(7) and Assumption B2,

τn(j) ≤ Cs1rt sup
i∈Z

E
[
W1

(
δXn,i , π

(n)
i

)]
≤ 2 sup

i∈Z
Ed (Xn,i, x0) · Cs1rt.

We have seen in the proof of Theorem 3 that supn∈Z,i≤n Ed (Xn,i, x0) <∞.
Now assume that n < m/ε. If j ≤ n, we have

τn(j) ≤ 2 sup
i∈Z

Ed (Xn,i, x0) · Cm/ε1 .

Now if j > n, we have since (Xn,j)j≤0 is stationary with transition kernel Q0,

τn(j) ≤ 2 sup
i∈Z

Ed (Xn,i, x0) · Cm/ε+m1 r[
j−n
m ].

This leads to the result for ρ = r1/m and an appropriate choice of C > 0.�
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8 Poisson GARCH process

Stationary Poisson GARCH processes are widely used for analyzing series of counts. See Fokianos
et al. (2009) for the properties and the statistical inference of such processes. In this paper, we
consider a time-varying version of this model. More precisely, we assume that the conditional
distribution Yk(u)|σ (Yk−j(u), j ≥ 1) is a Poisson distribution of parameter λk(u) given recursively
by

λk(u) = γ(u) + α(u)Yk−1(u) + β(u)λk−1(u),

where γ, α, β are positive Lipschitz functions such that

a = max
u∈[0,1]

[α(u) + β(u)] < 1.

To construct a Markov chain, we consider Xk(u) = (Yk(u), λk(u))′. On E = R2
+, we consider

the distance d(x, y) = |x1 − y1| + |x2 − y2| and x0 = 0, p = 1. To check B4, we consider the
following coupling of (δxQu1 · · ·Qum , δyQu1 · · ·Qum) which is also used in Fokianos et al. (2009).
Let N (1), . . . , N (m) be i.i.d Poisson processes of intensity 1. We set λ(0, x) = x2, Y (0, x) = x1 and
for 1 ≤ i ≤ m,

λ(i, x) = γ(ui) + α(ui)Y (i− 1, x) + β(ui)λ(i− 1, x),

Y (i, x) = N
(i)
λ(i,x).

The same recursive construction is done with a starting point y 6= x. Using independence and
stationarity of the increments of a Poisson process, we have

E |Y (i, x)− Y (i, y)| = E |λ(i, x)− λ(i, y)| .

Using this inequality recursively for 1 ≤ i ≤ m combined with the triangular inequality, we get

W1 (δxQu1 · · ·Qum , δyQu1 · · ·Qum)

≤ E |Y (m,x)− Y (m, y)|+ E |λ(m,x)− λ(m, y)|
≤ 2amd(x, y).

If m is large enough, we have r = 2am < 1 which entails B4. Assumptions B2 and B3 follows
in the same way, using our coupling with a Poisson process. Note also that by the Kantorovitch
duality, we have for all function f ∈ ∆1 (E),∣∣∣∣∫ fdπ

(n)
k −

∫
fdπu

∣∣∣∣ ≤ C [∣∣∣∣u− k

n

∣∣∣∣+
1

n

]
,

where C > 0 is the constant given in Theorem 3. In particular if f only depends on the first
coordinate, takes the value 1 at point j ∈ N and vanishes outside [j − 0.5, j + 0.5], we get a bound

for the difference π
(n)
k (j)− πu(j).

9 Extension of the contraction condition in Wasserstein metric
for higher order Markov processes

In this section,we give an extension of our result to Markov sequences of order q ≥ 1 and taking
values in the Polish space (E, d). Let {Su : u ∈ [0, 1]} be a family of probability kernels from
(Eq,B(Eq)) to (E,B(E)). The two following assumptions will be used.
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H1 For all x ∈ Eq, Su(x, ·) ∈ Pp(E).

H2 There exist non-negative real numbers a1, a2, . . . , aq satisfying
∑q

j=1 aj < 1 and such that for
all (u,x,y) ∈ [0, 1]× Eq × Eq,

Wp (Su(x, ·), Su(y, ·)) ≤
q∑
j=1

ajd(xj , yj).

H2 There exists a positive real number C such that for all (u, , v,x) ∈ [0, 1]× [0, 1]× Eq,

Wp (Su(x, ·), Sv(x, ·)) ≤ C

1 +

q∑
j=1

d(xj , x0)

 |u− v|.
To define Markov chains, we consider the family of Markov kernels {Qu : u ∈ [0, 1]} on the measur-
able space (Eq,B(E)q) and defined by

Qu (x, dy) = Su (x, dyq)⊗ δx2(y1)⊗ · · · ⊗ δxq(dyq−1).

The proof of the following result can be found in the supplementary material.

Corollary 3. If the assumptions H1-H3 hold true then Theorem 3 and Proposition 8 apply.

Proof of Corollary 3 Assumption H1 entails B1. Then we check assumption B3. If (u, v,x) ∈
[0, 1]× [0, 1]×Eq, let αx,u,v be a coupling of the two probability distributions Su(x, ·) and Sv(x, ·).
Then

γx,u,v(dy, dy
′) = αx,u,v(dyq, dy

′
q)⊗

q−1
j=1 δxj+1(dyj)⊗ δxj+1(dy′j)

defines a coupling of the two measures δxQu and δxQv. We have

Wp (δxQu, δxQv) ≤
[∫

d(yq, y
′
q)
pαx,u,v(dyq, dy

′
q)

]1/p

.

By minimizing the last bound over the set of all possible couplings, we get

Wp (δxQu, δxQv) ≤Wp (Su (x, ·) , Sv (x, ·)) ,

which shows B3, using assumption H3.
Finally, we check assumptions B2 and B4. For an integer m ≥ 1, (u1, . . . , um) ∈ [0, 1]m and
(x,y) ∈ Eq × Eq, we denote by αx,y,u an optimal coupling of (Su(x, ·), Su(y, ·)). From Villani
(2009), Corollary 5.22, there exists a measurable choice of (x,y) 7→ αxy,u. We define

γ
(xq+1yq+1)
m,u1,...,um (dxq+1, . . . , dxq+m, dyq+1, . . . , dyq+m) =

q+m∏
i=q+1

αxi,yi,ui(dxi, dyi),

where xi = (xi−1, . . . , xi−q). Let Ω = Em × Em endowed with its Borel sigma field and the

probability measure P = γ
(xq+1yq+1)
m,u1,...,um . Then we define the random variables Z

xq+1

j = xj , Z
yq+1

j = yj
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for 1 ≤ j ≤ q and for 1 ≤ j ≤ m, Z
xq+1

q+j (ω1, ω2) = ω1,j , Z
yq+1

q+j (ω1, ω2) = ω2,j for j = 1, . . . ,m. By
definition of our couplings, we have

E1/p
[
d
(
Z

xq+1

k , Z
yq+1

k

)p] ≤ q∑
j=1

ajE1/p
[
d
(
Z

xq+1

k−j , Z
yq+1

k−j

)p]
.

Using a finite induction, we obtain

E1/p
[
d
(
Z

xq+1

k , Z
yq+1

k

)p] ≤ α k
q max

1≤j≤q
d(xj , yj),

where α =
∑q

j=1 aj . Setting Xx
m =

(
Zx
m−q+1, . . . , Z

x
m

)
, this entails

Wp (δxQu1 · · ·Qum , δyQu1 · · ·Qum) ≤ E1/p [dq (Xx
m, X

y
m)p]

≤
q∑
j=1

α
m−j+1

q max
1≤j≤q

d(xj , yj)

≤
q∑
j=1

α
m−j+1

q · dq(x,y).

Then B2-B4 are satisfied if m is large enough by noticing that W1 ≤Wp. �

Example. Natural examples of q−order Markov chains satisfying our assumptions are given
by time-varying autoregressive process. More precisely, if E and G are measurable spaces and
F : [0, 1] × Eq × G → E, the triangular array {Xn,i : 1 ≤ i ≤ n, n ∈ Z+} is defined recursively by
the equations

Xn,i = F

(
i

n
,Xn,i−1, . . . , Xn,i−q, εi

)
, q + 1 ≤ i ≤ n, (8)

where the usual convention is to assume that

Xn,i = F (0, Xn,i−1, . . . , Xn,i−q, εi) , i ≤ 0.

Then, if Su(x, ·) denotes the distribution of F (u, xq, . . . , x1, ε1), we have

Wp (Su(x, ·), Su(y, ·)) ≤ E1/p [d (F (u, xq, . . . , x1, ε1) , F (u, yq, . . . , y1, ε1))p] ,

Wp (Su(x, ·), Sv(x, ·)) ≤ E1/p [d (F (u, xq, . . . , x1, ε1) , F (v, xq, . . . , x1, ε1))p] .

Then the assumptions H1−H3 are satisfied if for all (u, v,x,y) ∈ [0, 1]× [0, 1]× Eq × Eq,

E1/p [d (F (u, xq, . . . , x1), x0)p] <∞,

E1/p [d (F (u, xq, . . . , x1), F (u, yq, . . . , y1))p] ≤
q∑
j=1

ajd (xq−j+1, yq−j+1)

and

E1/p [d (F (u, xq, . . . , x1), F (v, xq, . . . , x1))p] ≤ C

1 +

q∑
j=1

d(xj , x0)

 · |u− v|.
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A typical example of such time-varying autoregressive process is the univariate tv-ARCH process
for which

Xn,i = ξi

√√√√a0(i/n) +

q∑
j=1

aj(i/n)X2
n,i−j ,

with Eξt = 0, Var ξt = 1. The previous assumptions are satisfied for the square of this process if
the aj ’s are Lipschitz continuous and if

‖ξ2
t ‖p · sup

u∈[0,1]

q∑
j=1

aj(u) < 1, for some p ≥ 1.

See Fryzlewicz et al. (2008) and Truquet (2017a) for the use of those processes for modeling financial
data.

Note that one can also consider some autoregressive processes for instance on R with d(x, y) =
|x − y|α, α ∈ (0, 1) and p = 1. This is useful to define some models for which the noise ε is not
integrable. However, note that in this case, (R, d) is not a Banach space because d is not associated
to a norm.

10 Auxilliary Lemma for the proofs of Section 3

Lemma 2. If f : E → R is a Lipschitz function, then for all measures µ, ν ∈ Pp(E), we have∣∣∣∣∣
(∫

fpdµ

)1/p

−
(∫

fpdν

)1/p
∣∣∣∣∣ ≤ δ(f)Wp(µ, ν),

where δ(f) denotes the Lipschitz constant of f :

δ(f) = sup
x 6=y

|f(x)− f(y)|
d(x, y)

.

Proof of Lemma 2 If γ denotes an optimal coupling for (µ, ν), we get from the triangular
inequality, ∣∣∣∣∣

(∫
fpdµ

)1/p

−
(∫

fpdν

)1/p
∣∣∣∣∣

=

∣∣∣∣∣
(∫

fp(x)dγ(x, y)

)1/p

−
(∫

fp(y)dγ(x, y)

)1/p
∣∣∣∣∣

≤
(∫
|f(x)− f(y)|pdγ(x, y)

)1/p

≤ δ(f)

(∫
d(x, y)pdγ(x, y)

)1/p

.

which leads to the result of the lemma.�
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Lemma 3. Let X and Y two random variables taking values in (E, d) and such that PX , PY ∈
Pd(E). On E × E, we define the metric

d̃ ((x1, x2), (y1, y2)) = (d(x1, y1)p + d(x2, y2)p)1/p .

Then we have
Wp (PX,Y ,PY,Y ) ≥ 2

− p−1
p E1/p (d(X,Y )p) .

Proof of Lemma 3 Consider the Lipschitz function f : E × E → R defined by f(x1, x2) =

d(x1, x2). Using the triangular inequality and convexity, we have δ(f) ≤ 2
p−1
p . Then the result is

a consequence of Lemma 2.�

Lemma 4. Let µ ∈ Pp(E) and Q, R be two probability kernels from (E,B(E)) to (E,B(E)) such
that

1. for all x ∈ E, the two probability measures δxQ and δxR are elements of Pp(E),

2. there exists C > 0 such that for all (x, y) ∈ E2,

Wp (δxQ, δyQ) ≤ Cd(x, y), Wp (δxR, δyR) ≤ Cd(x, y).

Then, if µ ∈ Pp(E), the two probability measures µQ, µR are also elements of Pp(E). Moreover,
we have

W p
p (µQ, µR) ≤

∫
W p
p (δxQ, δxR) dµ(x), (9)

and if ν is another element of Pp(E), we have

Wp (µQ, νQ) ≤ CWp(µ, ν). (10)

Proof of Lemma 4. Using Lemma 3 with f(x) = d(x, x0), we have for a given y ∈ E,∫
d(x, x0)pQ(y, dx) ≤

[
Wp(δyQ, δx0Q) +

(∫
d(x, x0)pQ(x0, dx)

)1/p
]p

≤

[
Cd(x0, y) +

(∫
d(x, x0)pQ(x0, dx)

)1/p
]p
.

After integration with respect to µ, it is easily seen that µQ ∈ Pp(E).
To show (9), one can use Kantorovitch duality (see Villani (2009), Theorem 5.10). Denoting by
Cb(E) the set of bounded continuous functions on E, we have

W p
p (µQ, µR) = sup

φ(x)−ψ(y)≤d(x,y)p,(φ,ψ)∈Cb(E)

{∫
φ(x)µQ(dx)−

∫
ψ(y)µR(dy)

}

≤
∫ [

sup
φ(x)−ψ(y)≤d(x,y)p,(φ,ψ)∈Cb(E)

{∫
φ(x)Q(z, dx)−

∫
ψ(y)R(z, dy)

}]
µ(dz)

≤
∫
W p
p (δzQ, δzR)µ(dz).
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Finally, we show (10). Let φ, ψ be two elements of Cb(E) such that φ(x) − ψ(y) ≤ d(x, y)p and γ
an optimal coupling for (µ, ν). Then, for u, v ∈ E, we have∫

φ(x)Q(u, dx)−
∫
ψ(y)Q(v, dy) ≤W p

p (δuQ, δvQ) ≤ Cpd(u, v)p.

Moreover,∫
φ(x)µQ(dx)−

∫
ψ(y)νQ(dy) =

∫
γ(du, dv)

[∫
φ(x)Q(u, dx)−

∫
ψ(y)Q(v, dy)

]
.

Then (10) easily follows from Kantorovitch duality.�

Lemma 5. Let j ≥ 1 be an integer. Assume that Q1, . . . , Qj and R1, . . . , Rj are Markov kernels
such that for all x ∈ E and 1 ≤ i ≤ j, δxQi and δxRi are elements of Pp(E) satisfying

Wp (δxQi, δyQi) ≤ Lid(x, y), Wp (δxRi, δyRi) ≤ Lid(x, y),

for all (x, y) ∈ E2. Then, for all x ∈ E, we have

Wp (δxQ1 · · ·Qj , δxR1 · · ·Rj) ≤
j−1∑
s=0

Lj · · ·Lj−s+1Dj−s,

where Dp
i =

∫
W p
p (δyQi, δyRi) δxR1 · · ·Ri−1(dy).

Proof of Lemma 5 Using the inequality

Wp (δxQ1 · · ·Qj , δxR1 · · ·Rj) ≤
j−1∑
s=0

Wp (δxR1 · · ·Rj−s−1Qj−s · · ·Qj , δxR1 · · ·Rj−sQj−s+1 · · ·Qj) ,

the result follows using Lemma 4.�

11 Additional examples for the Wasserstein metric

11.1 Iterated random affine functions

In this section, we consider some examples of iteration of random affine functions. Here we assume
that for each u ∈ [0, 1], there exists a sequence (At(u), Bt(u))t∈Z of i.i.d random variables such that
At(u) takes its values in the spaceMd of squares matrices of dimension d with real coefficients and
Bt(u) takes its values in E = Rd. Let ‖ · ‖ a norm on E. We also denote by ‖ · ‖ the corresponding
operator norm on Md. We then consider the following recursive equations

Xn,i = Ai

(
i

n

)
Xn,i−1 +Bi

(
i

n

)
. (11)

Local approximation of these autoregressive processes by their stationary versionsXt(u) = At(u)Xt−1(u)+
Bt(u) is studied is studied by Subba Rao (2006). In this subsection, we will derive similar results
using our Markov chain approach. For each u ∈ [0, 1], we denote by γu the top Lyapunov exponent
of the sequence (At(u))t∈Z, i.e

γu = inf
n≥1

1

n
E log ‖An(u)An−1(u) · · ·A1(u)‖.

We assume that there exists t ∈ (0, 1) such that
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R1 for all u ∈ [0, 1], E‖A1(u)‖t <∞, E‖B1(u)‖t <∞ and γu < 0.

R2 There exists C > 0 such that for all (u, v) ∈ [0, 1]2,

E‖A1(u)−A1(v)‖t + E‖B1(u)−B1(v)‖t ≤ C|u− v|t.

As pointed out in the main document, our results are valid if we assume Hölder continuity
instead of Lipschitz continuity, in particular Theorem 3. Then assuming this extension, we get the
following result.

Proposition 9. For s ∈ (0, 1), we set d(x, y) = ‖x − y‖s and x0 = 0. Assume that assumptions
R1−R2 hold true. Then there exists s ∈ (0, t) such that for all integer j, there exists a real
number C > 0 such that for all u ∈ [0, 1] and 1 ≤ k ≤ n− j + 1,

Wp

(
π

(n)
k,j , πu,j

)
≤ C

[∣∣∣∣u− k

n

∣∣∣∣s +
1

ns

]
,

Notes

1. Using the remark given in the Note of Section 3.2 of the main document, we also have

E‖Xn,k −Xk(u)‖s ≤ C
(∣∣u− k

n

∣∣s + 1
ns

)
, where the process (Xj(u))j∈Z satisfies the iterations

Xk(u) = Ak(u)Xk−1(u) +Bk(u). Then the triangular array {Xn,k : k ≤ n, n ∈ Z+} is locally
stationary in the sense given in Vogt (2012) (see Definition 2.1 of that paper).

2. One can also give additional results for the Wasserstein metric of order p ≥ 1 and d(x, y) =
‖x− y‖ if

E‖A1(u)‖p + E‖B1(u)‖p <∞, E1/p‖A1(u)−A1(v)‖p + E1/p‖B1(u)−B1(v)‖p ≤ C|u− v|

and there exists an integer m ≥ 1 such that supu∈[0,1] E‖Am(u) · · ·A1(u)‖p < 1. In particular,
one can recover results about the local approximation of tv-AR processes defined by

Xn,i =

q∑
j=1

aj(i/n)Xn,i−j + σ(i/n)εi

by vectorizing q successive coordinates and assuming Lipschitz continuity for the aj ’s and σ.
Details are omitted.

Proof of Proposition 9 For all (x, u) ∈ Rd × [0, 1], the measure δxQu is the probability distri-
bution of the random variable Ak(u)x+Bk(u). Condition B1 follows directly from assumption R1
(whatever the value of s ∈ (0, t)). Moreover, we have for s ∈ (0, t),

W1 (δxQu, δxQv) ≤ E‖Ak(u)−Ak(v)‖s · ‖x‖s + E‖Bk(u)−Bk(v)‖s

≤ (1 + ‖x‖s) ·
(
E
s
t ‖Ak(u)−Ak(v)‖t + E

s
t ‖Bk(u)−Bk(v)‖t

)
.

This entails condition B3, using assumption R2. Next, if u ∈ [0, 1], the conditions γu < 0 and
E‖At(u)‖t <∞ entail the existence of an integer ku and su ∈ (0, t) such that E‖Aku(u)Aku−1(u) · · ·A1(u)‖su <
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1 (see for instance Francq and Zaköıan (2010), Lemma 2.3). Using the axiom of choice, let us select
for each u, a couple (ku, su) satisfying the previous property. From assumption R2, the set

Ou = {v ∈ [0, 1] : E‖Aku(v)Aku−1(v) · · ·A1(v)‖su < 1}

is an open set of [0, 1]. By a compactness argument, there exist u1, . . . , ud ∈ [0, 1] such that
[0, 1] = ∪di=1Oui . Then setting s = min1≤i≤d sui and denoting by m the lowest common multiple of
the integers ku1 , . . . , kud , we have from assumption R2,

r = sup
u∈[0,1]

E‖Am(u) · · ·A1(u)‖s < 1.

This entails condition B2 for this choice of s, m and r. Indeed, we have

W1 (δxQ
m
u , δyQ

m
u ) ≤ E‖Am(u) · · ·A1(u)(x− y)‖s ≤ rd(x, y).

Note also that condition B4 easily follows from the uniform continuity of the application (u1, . . . , um) 7→
E‖Am(u1) · · ·A1(um)‖s .�.

11.2 Additional discussion

The approximation of time-varying autoregressive processes by stationnary processes is discussed
in several papers. See for instance Subba Rao (2006) for linear autoregressions with time varying
random coefficients, Vogt (2012) for nonlinear time-varying autoregressions or Zhang and Wu (2015)
for additional results in the same setting. In what follows, we assume p = 1 for simplicity. The
approximating stationary process of (8) is given by

Xi(u) = F (u,Xi−1(u), εi) .

Note thatWp

(
π

(n)
k , πu

)
≤ E1/p

[
d
(
X

(n)
k , Xk(u)

)p]
and the aforementioned references usually study

a control of this upper bound by
∣∣u− k

n

∣∣+ 1
n . Note that in the case of autoregressive processes, a

coupling of the time-varying processes and its stationary approximation is already defined because
the same noise process is used in both cases. However it is possible to construct some examples for

which π
(n)
k = πu and E1/p [d (Xn,k, Xk(u))p] 6= 0, i.e the coupling used is not optimal. Nevertheless,

it is still possible to obtain an upper bound of E1/p
[
d
(
X

(n)
k , Xk(u)

)p]
using our results. To this

end, let us consider the Markov kernel form
(
E2,B(E2)

)
to itself and given by

Q(u)
v (x1, x2, A) = P ((F (v, x1, ε1), F (u, x2, ε1)) ∈ A) , A ∈ B(E2), v ∈ [0, 1].

One can show that the family
{
Q

(u)
v : v ∈ [0, 1]

}
satisfies the assumptions B1−B3 for the metric

d2 [(x1, x2), (y1, y2)] = (d(x1, y1)p + d(x2, y2)p)1/p .

Moreover, the proof of Theorem 3 shows that the constant C > 0 does not depend on u ∈ [0, 1].
Then Lemma 3 guarantees that there exists a positive constant C not depending on k, n, u such
that

E1/p (d (Xk,n, Xk(u))p) ≤ C
[∣∣∣∣u− k

n

∣∣∣∣+
1

n

]
.
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12 Proof of Proposition 2

1. According to Lemma 1 given in the paper, there exists (γ, δ) ∈ (0, 1)2 only depending λ, b, η,
such that

∆Vδ(Q
m
u ) = sup

{
‖µQmu − νQmu ‖Vδ
‖µ− ν‖Vδ

: µ, ν ∈ P(E), µVδ <∞, νVδ <∞
}
≤ γ,

with Vδ = 1− δ + δV . From Theorem 6.19 in Douc et al. (2014) and Assumptions F1− F2,
we have a unique invariant probability πu for Qu, satisfying πuV <∞ and for µ ∈ P(E) such
that µV <∞, we have

‖µQju − πu‖Vδ ≤ max
0≤s≤m−1

∆Vδ(Q
s
u)γ[j/m]‖µ− πu‖Vδ .

Note that ‖ · ‖Vδ ≤ ‖ · ‖V ≤ 1
δ‖ · ‖Vδ and the two norms are equivalent. Using Lemma 6.18 in

Douc et al. (2014), we have

∆Vδ(Q
s
u) = sup

x 6=y

‖δxQsu − δyQsu‖Vδ
Vδ(x) + Vδ(y)

≤ Ks

δ
.

Then it remains to show that supu∈[0,1] πuV < ∞ or equivalently supu∈[0,1] πuVδ < ∞. But
this a consequence of the contraction property of the application µ 7→ µQmu on the space

Mδ = {µ ∈ P(E) : µVδ <∞}

endowed with the distance dδ(µ, ν) = ‖µ − ν‖Vδ , which is a complete metric space (see
Proposition 6.16 in Douc et al. (2014)). Hence we have

µ− πu =
∞∑
j=0

[
µQmju − µQm(j+1)

u

]
which defines a normally convergent series in Mδ and

‖µ− πu‖Vδ ≤
∞∑
j=0

γj‖µ− µQmu ‖Vδ ≤
µV +KmµV

1− γ
.

This shows that supu∈[0,1] πuV <∞ and the proof of the first point is now complete.

2. To prove the second point, we use the decomposition πu−πv = πuQ
m
u −πvQmu +πvQ

m
u −πvQmv .

This leads to the inequality

‖πu − πv‖Vδ ≤
‖πvQmu − πvQmv ‖Vδ

1− γ
.
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Moreover, we have

‖πvQmu − πvQmv ‖Vδ ≤ ‖πvQmu − πvQmv ‖V

≤
m−1∑
j=0

‖πvQm−j−1
v (Qv −Qu)Qju‖V

≤
m−1∑
j=0

Kj‖πvQm−j−1
v (Qv −Qu)‖V

≤
m−1∑
j=0

Kj · πvṼ · |u− v|.

Hence the result follows with C =
supu∈[0,1] πuṼ

δ(1−γ)

∑m−1
j=0 Kj .�

13 Proof Theorem 3

1. We start with the case j = 1. We assume first that n ≥ m
ε . Under the assumptions of the

theorem, Lemma 6 given below guarantees the existence of (γ, δ) ∈ (0, 1)2 such that for all

k ≤ n, ∆Vδ

(
Q k−m+1

n
· · ·Q k

n

)
≤ γ with Vδ = 1− δ + δV . Set Rk,m = Q k−m+1

n
· · ·Q k

n
, we get

‖π(n)
k − πu‖Vδ ≤ γ‖π

(n)
k−m − πu‖Vδ + ‖πuRk,m − πuPmu ‖Vδ .

From our assumptions, we have

‖πuRk,m − πuQmu ‖V ≤
m−1∑
j=0

‖πuQm−j−1
u

[
Q k−j

n
−Qu

]
Q k−j+1

n
· · ·Q k

n
‖V

≤
m−1∑
j=0

Kj · πuQm−j+1
u Ṽ ·

∣∣∣∣u− k − j
n

∣∣∣∣
≤ Km sup

u∈[0,1]
πuṼ

k∑
s=k−m+1

∣∣∣u− s

n

∣∣∣
≤ D1

[∣∣∣∣u− k

n

∣∣∣∣+
1

n

]
,

for a suitable constant D1 > 0. Noticing that ‖ · ‖Vδ ≤ ‖·‖V ≤ δ−1‖ · ‖Vδ , we get for a suitable
constant D2 > 0,

‖π(n)
k − πu‖V ≤

D1

δ

∑
j≥0

γj
[∣∣∣∣u− k − jm

n

∣∣∣∣+
1

n

]
≤ D2

[∣∣∣∣u− k

n

∣∣∣∣+
1

n

]
.

For n < m/ε, ‖πnk − πu‖V ≤ π
(n)
k V + supu∈[0,1] πuV ≤ 2K

m
ε supu∈[0,1] πuV · mε n

−1. Setting

C = max

{
D2, 2K

m
ε
m
ε sup
u∈[0,1]

πuV

}
, we get the result.
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2. Assume that the result is true for an integer j ≥ 1. Let f : Ej+1 → R+ be such that
f(x1, . . . , xj+1) ≤ V (x1)+· · ·+V (xj+1). Setting sj =

∑j
i=1 V (xi) and gj(xj+1) = f(x1, . . . , xj+1),

we use the decomposition gj = gj1gj≤V + (gj − V )1V <gj≤V+sj + V 1V <gj≤V+sj , and we get∣∣∣δxjQ k+j+1
n

gj − δxj+1Qugj

∣∣∣
≤ 2

∥∥∥δxjQ k+j+1
n
− δxjQu

∥∥∥
V

+ sj‖δxjQ k+j+1
n
− δxjQu‖TV

≤ 2
[
Ṽ (xj) + (V (x1) + · · ·+ V (xj))L(xj)

] ∣∣∣∣u− k + j + 1

n

∣∣∣∣ ,
and ‖πu,j ⊗ Q k+j+1

n
− πu,j+1‖V ≤ 2

(
supu∈[0,1] πuṼ + jG

) ∣∣∣u− k+j+1
n

∣∣∣ . Moreover, ‖πu,j ⊗

Q k+j+1
n
− π

(n)
k,j+1‖V ≤ (1 + K)‖π(n)

k,j − πu,j‖V . The last two bounds lead to the result by

induction. Moreover, using the same type of arguments, one can also check the continuity
condition 1 of Definition 1.�

The following result is proved in Hairer and Mattingly (2011), Theorem 1.3. Note that our
function V corresponds to their function V + 1. For a Markov kernel P on (E,B(E)), we set

∆V (P ) = sup

{
‖µP − νP‖V
‖µ− ν‖V

: µ, ν ∈ P(E), µV <∞, νV <∞
}
.

Lemma 6. Under the assumptions F1− F2, there exists (γ, δ) ∈ (0, 1)2, only depending on
λ, η, b, such that for all (u1, . . . , um) ∈ [0, 1]m such that |ui − uj | ≤ ε, 1 ≤ i, j ≤ m, we have
∆Vδ (Qu1 · · ·Qum) ≤ γ, with Vδ = 1− δ + δV .

14 Mixing properties of ARCH processes

We assume that

Xn,k = εk

√√√√a0(k/n) +

p∑
j=1

aj(k/n)X2
n,k−j = εkσk/n (Xn,k−1, . . . , Xn,k−p) .

with continuous coefficients a0, . . . , ap, a positive function a0, α = supu∈[0,1]

∑p
j=1 aj(u) < 1

and the noise has a density fε which has a positive lower-bound on each compact set. Set
c = maxu∈[0,1] a0(u) + 1− α. Here we have

Qu(x, dy) =
1

σu(yp−1, xp−1, . . . , x2)
fε

(
yp

σu(yp−1, xp−1, . . . , x2)

) p−1∏
i=1

δxi+1dyi.

Now set V1(x) = 1 + x2. For m ≥ 1 and u1, . . . , um ∈ [0, 1], we define the recursion

Yi = εiσui(Yi−1, . . . , Yi−p), Y1 = x1, . . . , Yp = xp, i = p+ 1, . . . , p+m.

For p + 1 ≤ i ≤ p + m, we have di = EV1(Yi) ≤ c + αmax{di−1, . . . , di−p}. Setting V (x) =∑p
i=1 V1(xi), we have δxQum · · ·Qu1V =

∑p−1
i=0 EV1 (Ym+p−i). By a finite induction we obtain

di ≤
c

1− α
+ α

i−p−1
p Vp(x), p+ 1 ≤ i ≤ p+m.
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Then F1 is satisfied if m is large enough. In the sequel, we assume that m ≥ p. Next we set

gu(x1, . . . , xp+1) =
1

σu(xp, . . . , x1)
fε

(
xp+1

σu(xp, . . . , x1)

)
and for a ≤ b,

s = inf
{
gu(x1, . . . , xp+1) : u ∈ [0, 1], (x1, . . . , xp+1) ∈ [a, b]p+1

}
.

If x1, . . . , xp ∈ [a, b], we have

δxQum · · ·Qu1(A) ≥ sm(b− a)m−pλ(A ∩ [a, b]p),

where λ denotes the Lebesgue measure on Rp. We first choose R > 2b/(1− λ) and then a ≤ b such
that {V ≤ R} ⊂ [a, b]p, assumption F2 follows with ν being the uniform measure on [a, b]p.

Note. Our assumption for the density fε is different from that used in Fryzlewicz and Subba Rao
(2011). Indeed Fryzlewicz and Subba Rao (2011) use (see Assumption 3.1) a continuity type
condition while we impose a positivity condition.

15 Justifications for the example of Section 4: Markov switching
autoregressive processes

We will use the following additional assumptions.

1. There exists a positive integer p such that

lim sup
y→∞

max
z∈E2

sup
u∈[0,1]

∑
z′∈E2

Qu(z, z′)
E |m(u, z′, y) + σ(u, z′, y)ε1|p+1

|y|p+1
< 1.

2. We assume that inf(u,y,z)∈[0,1]×E σ(u, z, y) > 0. Moreover, there exists a positive constant C
such that for all (u, v, y, z) ∈ [0, 1]2 × E,

|m(u, z, y)−m(v, z, y)|+|σ(u, z, y)−σ(v, z, y)| ≤ C (1 + |y|) |u−v|, |m(0, z, y)|+σ(0, z, y) ≤ C(1+|y|).

3. The noise density fε is positive everywhere, continuously differentiable and satisfies
∫
|z|p+1fε(z)dz <

∞ and
∫
|z|p+1 |f ′ε(s)| dz <∞.

The transition kernel Qu for the bivariate Markov chain Xk(u) = (Yk(u), Zk(u))′ is defined by

δy1,z1Qu (A× {z2}) = Qu(z1, z2)

∫
A

1

σ(u, z2, y1)
fε

(
y2 −m(u, z2, y1)

σ(u, z2, y1)

)
dy2.

Let us show that Assumptions F1-F3 are satisfied.
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• To check the small set condition F2, we first choose an integerm ≥ 1 such that infu∈[0,1]Q
m
u (z, z′) >

0 for all (z, z′) ∈ E2
2 . Using uniform continuity, we have δz,z′ = inf(u1,...,um)∈Im(ε)Qu1 · · ·Qum(z, z′) >

0 for all (z, z′) ∈ E2
2 , provided ε > 0 is large enough. We will show that the small set con-

dition is satisfied for all compact sets. Let K be a compact set. We set g(u, z, y, y′) =
1

σ(u,z,y)fε

(
y′−m(u,z,y)
σ(u,z,y)

)
. If y0 ∈ K and z0 ∈ E2, we have for a Borel set A,

δy0,z0Qu1 · · ·Qum(A× {z}) ≥ min
z,z′∈E2

δz,z′ ·
(

inf
(u,z,y,y′)∈[0,1]×E2×[0,1]2

g(u, z, y, y′)

)m−1

× inf
(u,z,y,y′)∈[0,1]×E2×K×[0,1]

g(u, z, y, y′) · ν(A)

where ν denotes the uniform measure over [0, 1]. From our assumptions, the noise density has
a positive lower bound on each compact subset of R and the functions m and σ are locally
bounded. This entails(

inf
(u,z,y,y′)∈[0,1]×E2×[0,1]2

g(u, z, y, y′)

)m−1

· inf
(u,z,y,y′)∈[0,1]×E2×K×[0,1]

g(u, z, y, y′) > 0.

The small set condition is then satisfied for all compact subsets of E.

• Now, we check F1. We set Ṽ (y, z) = 1 + |y|p+1 and V (y, z) = 1 + |y|p. From our first
assumption, it is clear that there exist λ ∈ (0, 1) and b > 0 such that for all (u, z, y) ∈
[0, 1]× E2 × R,

δy,zQuṼ ≤ λV (y, z) + b.

The result also holds for V instead of Ṽ . Iterating this inequality, we see that F1 is also
satisfied by iterating m Markov kernels where m is defined in the previous point. Note also
that the set {V ≤ R} is compact for all values of R and the F2 is also satisfied whatever the
value of R > 0. Moreover, from the drift condition satisfied by Ṽ , we have supu∈[0,1] πuṼ <∞,
a property necessary to check Assumption F3.

• Using our second assumption, the moment condition for the noise and the Lipschitz properties
of u 7→ Qu, there exists a positive constant C such that

‖δy,zQu − δy,zQv‖V ≤
∑
z′∈E2

Qu(z, z′)

∫ [
1 + |y′|p

]
·
∣∣g(u, z′, y, y′)− g(v, z′, y, y′)

∣∣ dy′
+ C|u− v| · (1 + |y|p)
= E1 + E2.

For simplicity of notations, the quantities m(u, z, y) and σ(u, z, y) will be simply denoted by
m and σ respectively and m(v, z, y), σ(v, z, y) by m′and σ′. We have the bound E1 ≤ A+B
with

A =

∫ [
1 + |y′|p

] |σ − σ′|
σσ′

fε

(
y′ −m′

σ′

)
dy′

and

B =

∫ [
1 + |y′|p

] 1

σ

∣∣∣∣fε(y′ −mσ
)
− fε

(
y′ −m′

σ′

)∣∣∣∣ dy′.
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Using our assumptions and the mean value theorem for bounding B, we have

A ≤ L
(
1 + |y|p+1

)
·
(

1 +

∫
|w|pfε(w)dw

)
and

B ≤ L
(
1 + |y|p+1

)
·
(

1 +

∫
|w|p+1

∣∣f ′ε(w)
∣∣ dw)

for a suitably chosen constant L > 0. This shows F3. Finally the function L in the second
point of Theorem 3 is of the form (using the previous bounds for p = 0) L(y) = K(1 + |y|)
and the integrability condition follows form supu∈[0,1] πuṼ <∞.

Note If the functions m and σ do not depend on their first argument, the assumptions given
above can be weakened. In Assumption 2, it is only necessary to assume a positive lower bound
for σ and that for all compact subset K of R,

sup
y∈K

max
z∈E2

[|m(z, y)|+ σ(z, y)] <∞.

Assumption 3 can be replaced by: the noise density fε has a positive lower bound on each compact
subset of R. Finally one can take V (y, z) = Ṽ (y, z) = 1 + |y|p, p being a positive integer, for
checking Assumption F3.

16 Justifications for the local stationarity of integer-valued au-
toregressive processes

We consider a sequence (Yi(u))i≥0 of i.i.d random variables following the Bernoulli (resp. Poisson
for the Poisson ARCH process) distribution of parameter αu and a random variable ξ(u) following
the Poisson distribution of parameter λu. We assume that ξ(u) and the sequence (Yi(u))i≥0 are
independent. For u ∈ [0, 1], we have

δxQuVp

= 1 + E

(
αux+

x∑
i=1

(Yi(u)− αu) + ξ(u)

)p

= 1 + αpux
p +

p∑
j=1

(
p
j

)
αp−ju xp−jE

(
x∑
i=1

(Yi(u)− αu) + ξ(u)

)j

Using the Burkhölder inequality for martingales, we have for an integer ` ≥ 2,

E

(
x∑
i=1

(Yi(u)− αu)

)`
≤ C`x

`
2 max

1≤i≤x
E |Yi(u)− αu|` ,

where C` is a universal constant. Note that maxu∈[0,1] E |Yi(u)− αu|` < ∞, since u 7→ αu is
continuous and bounded. Then, we deduce from the previous equalities that there exist two positive
constants M1 and M2 such that

δxQuVp ≤ αpuVp(x) +M1x
p−1 +M2.
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To check the drift condition in F1 for m = 1, one can choose γ > 0 such that λ = maxu∈[0,1] α
p
u+γ <

1 and b = M2 +
(

γ
M1

)p−1
. In this case, the small set condition is satisfied for each finite set C with

ν = δ0 because

Qu(x, 0) ≥
(

1− max
u∈[0,1]

αu

)x
exp

(
− max
u∈[0,1]

λu

)
for the INAR process and

Qu(x, 0) ≥ exp

(
−x max

u∈[0,1]
αu − max

u∈[0,1]
λu

)
for the Poisson ARCH process. In both case, η = minu∈[0,1] minx∈C Qu(x, 0) > 0. This shows that
assumption F2 is satisfied by taking R large enough.
Finally, we show F3. Let u, v ∈ [0, 1]. Denoting λ+ = maxu∈[0,1] λu and by µu the Poisson
distribution of parameter λu, we have

max
u∈[0,1]

µuVp ≤ 1 + ENp
λ+
, ‖µu − µv‖Vp ≤

∑
k≥0

Vp(k)

k!

(
kλ̄k−1 + λ̄k

)
· |λu − λv| ,

where (Nt)t≥0 is Poisson process of intensity 1. Moreover, if νu denotes the Bernoulli distribution of
parameter αu, we have ‖νu−νv‖Vp ≤ 3 |αu − αv|. From Lemma 7 given below, we easily deduce that

F3 holds for Ṽ = CVp+1 where C is a positive real number. Note that we have supu∈[0,1] πuṼ <∞
because Ṽ also satisfies the drift and the small set conditions. Since all power functions satisfy the
drift condition, the integrability condition required in the second point of Theorem 3 is automatic.

Lemma 7. Let X1, X2, . . . , Xn, Y1, Y2, . . . , Yn be independent random variables such that An =
max1≤i≤n EV (Xi) ∨ EV (Yi) <∞ for 1 ≤ i ≤ n, with V (x) = 1 + |x|p and p ≥ 1. Then we have

sup
|f |≤V

|Ef(X1 + · · ·+Xn)− Ef(Y1 + · · ·+ Yn)| ≤ 2p−1np ·An · max
1≤i≤n

‖PXi − PYi‖V .

Proof of Lemma 7. Note first that if |f(x)| ≤ V (x) for all x ∈ E, then |f(x+y)| ≤ 2p−1V (x)V (y).
This leads to

|Ef(X1 + · · ·+Xn)− Ef(Y1 + · · ·+ Yn)|

≤
n∑
j=1

|Ef (X1 + · · ·+Xj−1 +Xj + Yj+1 + · · ·+ Yn)

− Ef (X1 + · · ·+Xj−1 + Yj + Yj+1 + · · ·+ Yn) |

≤ 2p−1
n∑
j=1

‖PXj − PYj‖V · EV (X1 + · · ·+Xj−1 + Yj+1 + · · ·+ Yn)

≤ 2p−1(n− 1)p−1
n∑
j=1

‖PXj − PYj‖VAn

≤ 2p−1npAn max
1≤i≤n

‖PXi − PYi‖V .�
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17 Estimation of INAR/Poisson ARCH processes

Since we have
E (Xn,k|Xn,k−1) = αk/nXn,k−1 + λk/n,

a natural estimate is obtained by localized least squares. Set a(u) = (αu, λu)′ and Yn,i = (1, Xn,i−1)′.
Then we define

â(u) = arg min
α

n∑
i=2

ei(u)
(
Xn,i − Y ′n,iα

)2
=

(
n∑
i=2

ei(u)Yn,iY ′n,i

)−1 n∑
i=2

ei(u)Xn,iYn,i := D−1
u Nu.,

where the weights ei(u) are already defined in the main document.
The asymptotic behavior of this estimator is given in the following proposition.

Proposition 10. Let u ∈ (0, 1). If b→ 0 and nb→∞, we have

lim
n→∞

√
nb
(
â(u)− E−1(Du)E(Nu)

)
= N2 (0,Σ(u)) ,

where N2 (0,Σ(u)) is the bivariate normal distribution with mean 0 and variance Σ(u) =
∫ 1
−1K

2(v)dv·
Σ1(u)−1Σ2(u)Σ1(u)−1,

Σ1(u) = E
[
Y1(u)Y1(u)′

]
, Σ2(u) = E

[(
X1(u)− Y1(u)′a(u)

)2 Y1(u)Y1(u)′
]
.

Moreover we have E−1(Du)E(Nu)− a(u) = O(b).

We will apply Proposition 5 with V (x) = 1 + |x|p for some real number p > 4. But, first we
will prove the second part of the proposition. We have from Theorem 4 and the compact support
of the kernel K,

n∑
i=2

ei(u)E
[
Yn,iY ′n,i

]
= E

[
Yi(u)Yi(u)′

]
+O

(
b+

1

n

)
= O (b) .

In the same way, we have

n∑
i=2

ei(u)EXn,iYn,i = EXi(u)Yi(u) +O

(
b+

1

n

)
= O (b) .

Moreover it is straightforward to prove that for all n ≥ 1, 2 ≤ k ≤ n and u ∈ [0, 1], the matrices

E
[
Yn,kY ′n,k

]
and E [Yk(u)Yk(u)′] are non degenerate. Using the approximations given above, this

entails E−1 [Du] = O(1) and also the second part of the proposition.
Next, using Proposition 5 and the martingale difference property, we have

√
nb

n∑
i=2

ei(u)Yn,i
(
Xn,i − Y ′n,ia(i/n)

)
→ N2

(
0,

∫ 1

−1
K2(v)dv · Σ2(u)

)
.
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Using again Proposition 5, we have Du − E(Du) = oP(1). Then we deduce that

D−1
u

√
nb

n∑
i=2

ei(u)Yn,i
(
Xn,i − Y ′n,ia(i/n)

)
→ N2 (0,Σ(u)) .

To end the proof, it remains to show that

D−1
u

n∑
i=2

ei(u)Yn,iY ′n,ia(i/n)− E−1(Du)E(Nu) = oP

(
1√
nb

)
.

But the argument is similar to the proof of Theorem 5, point 3 (see assertion (4)). Hence we omit
the details.�

18 Local stationarity of SETAR models

We set r (k/n,Xn,k−1) = Xn,k − εk and

Qu(x, dy) = fε (y − r(u, x)) dy.

Note that r(u, x) ≤ max
(
maxu∈[0,1] |b(u)|,maxu∈[0,1] |c(u)|

)
+ α|x|. Assumption F1 can be easily

deduced with m = 1 and V (x) = 1+ |x|p or V (x) = 1+ |x|p+1. In the sequel, we set V (x) = 1+ |x|p.
The levet sets for V are compact and for each compact set K, we have maxu∈[0,1],x∈K |r(u, x)| <∞.
Morover η = infx∈K,(y,u)∈[0,1]2 fε(y − r(u, x)) > 0 we have for all measurable sets A, Qu(x,A) ≥
Qu(x,A∩ [0, 1]) ≥ ην(A) where ν denotes the Lebesgue measure over [0, 1]. This shows F2 for any
number R > 0. Next we check F3. From our assumptions, there exists C > 0 such that

max
u∈[0,1]

|r(u, x)| ≤ C(1 + |x|), |r(u, x)− r(v, x)| ≤ C(1 + |x|)|u− v|.

Then we have, using the mean value theorem,

‖δxQu − δyQv‖V ≤
∫

(1 + |y|p)|fε(y − r(u, x))− fε(y − r(v, x))|dy

≤
∫

[1 + (|z|+ C + C|x|)p] ·
∣∣f ′ε(z)∣∣ dz · |r(u, x)− r(v, x)| .

Then Assumption F3 holds with Ṽ (x) = D
(
1 + |x|p+1

)
for a suitable chosen real number D > 0.

One can also check the condition of the second point in Theorem 3. Indeed setting L(x) = K(1+|x|)
for K large enough, the arguments used previously give

‖δxQu − δxQv‖TV ≤ L(x)|u− v|.

Moreover, from the drift condition, we have supu∈[0,1] πuṼ <∞ and the finiteness of

sup
u∈[0,1]
1≤`′≤`

E [L (X`(u))V (X`′(u))]

is automatic.
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19 Proof of Proposition 4

The proof is based on the central limit theorem for strongly mixing triangular arrays given in Rio
(1995), Corollary 1. Note that, the strong mixing coefficients are upper bounds of the β−mixing
coefficients. Moreover, it is clear that the triangular array {Zn,i : j ≤ i ≤ n, n ≥ j} is still β−mixing
with a geometric rate of convergence.

1. Suppose first that σ2 > 0. We set Hn,i = 1√
nσ

[Zn,i − EZn,i] and we study the asymptotic

behavior of
∑n

i=1Hn,i which is the same than
∑n

i=j Hn,i (by convention, we assume that
(Xn,i)i≤0 is a path of the stationary Markov chain with transition Q0). For 1 ≤ i ≤ n, we

also set Vn,i = Var
(∑i

k=1Hn,i

)
,

Qn,i(x) = sup {t ∈ R+ : P (|Hn,i| > t) > x} , x ∈ (0, 1)

and we denote by β−1
n the inverse function of the β−mixing rate function (i.e x 7→ βn([x])).

One can check that there exist C > 0 such that for all (n, v) ∈ N∗ × (0, 1) and , β−1
n (v) ≤

C (− log(v) + 1). Moreover, from our assumptions, there also exists ρ ∈ (0, 1) and C ′ > 0
such that βn(j) ≤ C ′ρj , if j ≤ n. To apply the result of Rio (1995), we need to check the two
following conditions.

lim sup
n→∞

max
1≤i≤n

Vn,i
Vn,n

<∞, (12)

lim
n→∞

V −3/2
n,n

n∑
i=1

∫ 1

0
β−1
n (x)Q2

n,i(x) inf
(
β−1
n (x)Qn,i(x),

√
Vn,n

)
dx = 0. (13)

• First, we check that supn≥1 max1≤i≤n Vn,i < ∞. It is enough to bound the covariances
Cov (Zn,i, Zn,i+k). Using the covariance inequality for strong mixing coefficients (see
Doukhan (1994), Theorem 3), we get

|Cov (Zn,i, Zn,i+k)| ≤ 8βn(k) max
1≤i≤n

‖Zn,i‖22+δ.

Then the result follows from the assumption made on V , which ensures that max1≤i≤n ‖Zn,i‖2+δ =
O(1) and the geometric decay of the β−mixing coefficients.

• Next, we check that limn→∞ Vn,n = 1. From the mixing properties given in Proposition 3
of the paper and the covariance inequality for strong mixing sequences (see the previous
point), we have

sup
u∈[0,1]

∑
k∈Z
|Cov (Z0(u), Zk(u))| <∞.

Now let λ be a positive real number. We first fix a positive integer K such that

∑
|k|>K

∫ 1

0
|Cov (Z0(u), Zk(u))| du+ max

1≤i≤n

∑
1≤j≤n
|j−i|>K

|Cov (Zn,i, Zn,j)| < λ/2.
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Now there exists a positive integer n0 such that for all n ≥ n0,∣∣∣∣∣∣∣∣
1

n

n∑
i=1

∑
1≤j≤n
|j−i|≤K

Cov (Z0(i/n), Zj−i(i/n))−
∫ 1

0

K∑
j=−K

Cov (Z0(u), Zj(u)) du

∣∣∣∣∣∣∣∣ ≤ λ/4 (14)

and

1

n

n∑
i=1

∑
1≤j≤n|
|j−i|≤K

|Cov (Zn,i, Zn,j)− Cov (Z0(i/n), Zj−i(i/n))| ≤ λ/4. (15)

Indeed, (14) can be proved using the continuity of u 7→ Cov (Z0(u), Zj(u)) which follows
from the local stationarity property, the continuity of f with respect to its first argument
and the Lebesgue theorem. Moreover, (15) can be proved using the approximation
with stationary Markov chains, this approximation being of the order 1/n. Finally, we
conclude that for n ≥ n0, |Vn,n − 1| ≤ λ. This justifies the limiting behavior of Vn,n.
Moreover, using the previous point, assertion (12) follows.

• Finally, we prove (13). Using the Markov inequality, there exists a constant C > 0 such
that

P (|Hn,i| > y) ≤ C

n1+δ/2y2+δ
.

Then we have max1≤i≤nQn,i(x) ≤ C̃x−
1

2+δn−
1
2 and assertion (13) follows from the

Lebesgue theorem.

The proof of point 1 is complete when σ > 0. If σ = 0, it is easily seen from the previous
arguments that

lim
n→∞

1

n
Var

(
n∑
i=1

Zn,i

)
= σ2 = 0

and the limiting distribution is the Dirac mass at point 0.

2. The proof for the second point is similar to the first one by setting

Hn,k =
1√

nbσ(u)‖K‖L2

K

(
u− k/n

b

)
[Zn,k − EZn,k] ,

where ‖K‖L2 =
√∫ 1
−1K(v)2dv. Using the same notations as for point 1 and the compact

support of the kernel, one can show that limn→∞ Vn,n = 1 and condition (12) is satisfied.
Moreover,

Qn,i(x) ≤ Cx−
1

2+δ (nb)−
1
21|u−i/n|≤b

and the proof of (13) is similar to the proof of point 1. Details are omitted.�
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20 Localized Maximum likelihood estimator

20.1 Asymptotic properties

Proof of Theorem 4 The proof follows that of Dahlhaus et al. (2017), Theorem 5.2 and 5.4.
We check the main arguments. We set L(θ) = E [S (θ,X0(u), X1(u))].

1. From Theorem 4 and Proposition 4, we have for each θ ∈ Θ,

Ln(θ)− L(θ) = OP

(
b+

1√
nb

)
.

Moreover, using our assumptions and the Lebesgue theorem, the function θ 7→ L(θ) is con-
tinuous. Next, we study the stochastic equicontinuity of Ln. Let ε, δ > 0. We have,

P

(
sup
|θ−θ′|≤δ

∣∣Ln(θ)− Ln(θ′)
∣∣ > ε

)

≤ 1

εn

n∑
k=2

Kb(u− k/n)E

[
sup
|θ−θ′|≤δ

∣∣S (θ,Xn,k−1, Xn,k)− S
(
θ′, Xn,k−1, Xn,k

)∣∣]

=
1

εn

n∑
k=2

Kb(u− k/n)E

[
sup
|θ−θ′|≤δ

∣∣S (θ,Xk−1(u), Xk(u))− S
(
θ′, Xk−1(u), Xk(u)

)∣∣]+O(b).

From our assumptions and the Lebesgue theorem, we deduce that

lim
δ→0

lim sup
n→∞

P

(
sup
|θ−θ′|≤δ

∣∣Ln(θ)− Ln(θ′)
∣∣ > ε

)
= 0.

We deduce that
max
θ∈Θ
|Ln(θ)− L(θ)| = OP(1).

By standard arguments, we get the consistency of the estimator θ̂(u).

2. From the assumptions and the Lebesgue theorem, the function L is two times continuously
differentiable on Θ and ∇2L(θ) = E

[
∇2

1S (θ,X0(u), X1(u))
]
. Using the same arguments as

in the previous point, one can show that

max
θ∈Θ

∣∣∇2Ln(θ)−∇2L(θ)
∣∣ = oP(1).

Next, using Proposition 5 given in the paper, and the martingale difference property for the
stationary approximation, we have

√
nb [∇Ln(θ0(u))− ELn(θ0(u))]⇒ N

(
0,

∫
K2(x)dxI(u)

)
,

with
I(u) = E

[
∇1S (θ0(u), X0(u), X1(u))∇1S (θ0(u), X0(u), X1(u))′

]
.
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Note that I(u) is also equal to the quantity M(u) defined in the statement of the theorem. Fi-
nally, we derive an expansion for the bias. Using our approximation results and the symmetry
of the kernel, we have

E∇Ln(θ0(u))− gu(u)

=
1

n

n∑
j=2

Kb(u− j/n)(j/n− u)g′u(u) +
1

2n

n∑
j=2

Kb(u− j/n)(u− j/n)2g′′u(u) + o(b2) +O(1/n)

=
1

2
b2g′′u(u)

∫
v2K(v)dv + o(b2) +O(1/n).

The scheme of the rest of proof is similar to that of Dahlhaus et al. (2017).�

20.2 Examples

Binary time series For the binary time series defined by the equation (4) in the paper, we
consider

Qu(x, y) = F

θ00(u) +

p∑
j=1

θ0j(u)xp+1−j

 p−1∏
i=1

1yi=xi+1 , x, y ∈ {0, 1}p s.t. yp = 1.

It is easily seen that Qpu has positive entries. If u 7→ θ0(u) is two times continuously differentiable,
then assumptions A1-A2 of the paper are satisfied. We remind that assumptions F1-F3 are then
satisfied, setting V, Ṽ and L to 1. Assumptions L1(2) and L2-L4 are then valid. To check L5,
one can use the fact that for a finite-state irreducible Markov chain, the invariant probability is a
C∞−function of the transition matrix. See Cao (1998) for details. A general result is also given in
Truquet (2017b) for general state spaces.

Poisson ARCH process We consider the case of one lag for simplicity but extension to several
lags is possible. We have

S (θ, x, y) = −θ0 − θ1x+ y log (θ0 + θ1x)− log(y!).

Assumption L1(2) holds true. We have seen that the model is locally stationary in V norms
for each function V (x) = 1 + xp. The assumption L2 and L4 are satisfied if p is large enough
(p ≥ 4 is sufficient). Assumption L3 is satisfied if θ00(u) and θ01(u) are positive. Remember
that maxu∈[0,1] θ01(u) < 1. Identification of the parameter is similar to the stationary case. For
Assumption L5, we assume that u 7→ θ0(u) is two times continuously differentiable and we use a
result given in Truquet (2017b). See Proposition 4 and Section 4.3 of this reference. This result
guarantees that u 7→

∫
fdπu,2 is two times continuously differentiable for any function f such that

|f(x, y)| ≤ C (1 + xp + yp), whatever the value of the positive integer p.

21 Proof of Proposition 5

The key argument for the proof is to show that limn→∞ Q̂u = Qu a.s. From this convergence, we
will deduce that for almost ω, there exists an integer n0 such that for n ≥ n0, a Markov chain with
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transition Q̂u,ω is geometrically φ−mixing. Taking in account of the results of Theorem 2, this
almost sure convergence can be obtained if we show that for any function f : E2 → R, we have

An :=
1

n

n∑
j=2

Kb (u− j/n) [f (Xn,j−1, Xn,j)− Ef (Xn,j−1, Xn,j)]→n→∞ 0. a.s.

Using the Borel-Canteli Lemma, it is sufficient to show that for any δ > 0, we have
∑

n≥1 P(An >

δ) < ∞. But, remembering that nb1+ε → ∞, this assertion can be shown using the exponential
inequality given in (1) with a choice q ∼ nα, λ = δnb and 0 < α < ε

1+ε .

Now, conditioning with respect to a path of the triangular array, one can consider that Q̂u is
deterministic and convergent towards Qu. Remind that there exists a positive integer m such that
Qmu is contracting in total variation. Now we have P∗ (X∗i = x) = π̂uQ̂

i
u and using a contraction

argument already used in the proof of Theorem 1 of the paper, one can show that

‖πu − π̂uQ̂s+mku ‖TV ≤
1

1− c
max
x∈E
‖Q̂mu (x, ·)−Qmu (x, ·)‖TV + ck,

with c := c(Qmu ) < 1 denotes the Dobrushin’s contraction coefficient of Qmu . Then we deduce that
there exists a constant D > 0 such that

1

n

n∑
j=2

Kb (u− j/n) |P∗ (X∗i = x)− πu(x)| ≤ D
(

1

nb
+ max

x∈E
‖Q̂mu (x, ·)−Qmu (x, ·)‖TV

)
= o(1).

On the other hand, if n is large enough, a Markov chain with transition Q̂u will be also geometrically
φ−mixing because Q̂mu will be contracting. Using covariance inequalities, we obtain

1

n

n∑
j=2

Kb (u− j/n)
(
1{X∗j =x} − P∗ (X∗i = x)

)
= oP∗(1).

Then we deduce that limn→∞
1
n

∑n
j=2Kb (u− j/n)1{X∗j =x} = πu(x) in P∗ probability. Finally,

using the decomposition

√
nb
(
Q̂∗u(x, y)− Q̂u(x, y)

)
=

1√
nb

∑n
j=2K

(
u−j/n
b

)
1{X∗j−1=x}

[
1{X∗j =y} − Q̂u(x, y)

]
1
n

∑n
j=2Kb (u− j/n)1{X∗j =x}

and the central limit theorem for triangular arrays of martingales, we deduce the result because
the numerator is asymptotically Gaussian with mean 0 and variance

lim
n→∞

1

nb

n∑
j=2

K2

(
u− j/n

b

)
1{X∗j−1=x}

[
Q̂u(x, y)− Q̂u(x, y)2

]
=

∫ 1

−1
K2(v)dv·

[
Qu(x, y)−Qu(x, y)2

]
.

The previous limit holds in P∗−probability. Collecting all the previous points, the proof of the
convergence of the bootstrap estimator is now complete. The second part of the proposition will
follow from the asymptotic normality of Q̂u given in Theorem 5 but it is necessary to show that
the bias is of order o(b). Using a Taylor expansion, we have

Eπ̂u,2(x, y)

Eπ̂u(x)
=

∑n−1
i=1 ei(u)Qi/n(x, y)π

(n)
i−1(x)∑n−1

i=1 ei(u)π
(n)
i−1(x)

= Qu(x, y) + o(b).�
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22 An additional example for Theorem 4: the random walk on
the positive integers

Let p, q, r : [0, 1] → (0, 1) three κ−Hölder continuous functions such that p(u) + q(u) + r(u) = 1

and p(u)
q(u) < 1. For x ∈ N∗, we set Qu(x, x) = r(u), Qu(x, x + 1) = p(u) and Qu(x, x − 1) = q(u).

Finally Qu(0, 1) = 1−Qu(0, 0) = p(u). In the homogeneous case, geometric ergodicity holds under
the condition p < q. See Meyn and Tweedie (2009), Chapter 15. In this case the function V
defined by V (x) = zx is a Foster-Lyapunov function if 1 < z < q/p. For the non-homogeneous
case, let z ∈ (1, e) where e = minu∈[0,1] q(u)/p(u). We set γ = maxu∈[0,1]

{
r(u) + p(u)z + q(u)z−1

}
and p = maxu∈[0,1] p(u). Note that

γ ≤ 1 + p(z − 1) max
u∈[0,1]

[
1− q(u)

p(u)z

]
≤ 1 + p(z − 1)

[
1− e

z

]
< 1.

Then we have QuV (x) ≤ γV (x) for all x > 0 and QuV (0) = p(u)z + (1− p(u)) ≤ c = p(z − 1) + 1.
For an integer m ≥ 1, we have Qu1 · · ·QumV ≤ γmV + c

1−γ . If m is large enough, we have
2c

(1−γ)(1−γm)V (m) < 1. Moreover, for such m, if R = V (m), we have {V ≤ R} = {0, 1, . . . ,m} and if
x = 0, . . . ,m, we have δxQu1 · · ·Qum ≥ ηδ0 for a η > 0. Assumption F3 is immediate. Moreover
the additional condition in the second point of Theorem 4 is automatically checked with a constant
function L.
However this example is more illustrative. Indeed parameters p(u) and q(u) can be directly esti-
mated by

p̂(u) =
n−1∑
i=1

ei(u)1Xn,i+1−Xn,i=1, q̂(u) =
n−1∑
i=1

ei(u)1Xn,i+1−Xn,i=−1,

where the weights ei(u) are defined as in Theorem 2. The indicators are independent Bernoulli
random variables with parameter p

(
i+1
n

)
or q

(
i+1
n

)
and the asymptotic behavior of the estimates

is straightforward.

23 An additional real data set example for finite-state Markov
chains

We illustrate our methods with an analysis of daily rainfall data recorded in London’s Saint-James
Park station, between January 2017 and September 2017. Data are available from www.ogimet.

com/indicativos.phtml.en. The sample size is n = 270 and we build a binary time series by
setting Xi = 1 if rainfall has been recorded at day i and Xi = 0 otherwise. The autocorrelogram
suggests that the first autocorrelations are significant. We then fit a time-inhomogeneous Markov
chain of order 1. The selected bandwidth is b̂ = 0.41. The autocorrelogram of the residuals does
not suggest a remaining dependence structure. The estimated values of the transition probabilities
u 7→ Qu(0, 0) and u 7→ Qu(1, 1) are represented in Figure 1. It seems that the transition proba-
bilities change smoothly with time. A notable particularity is the maximum/minimum values of
the diagonal elements of the stochastic matrix around the observation i = 150. Larger probabil-
ities (lower probabilities resp.) of getting another dry day (rainy day resp.) coincides with the
spring/summer period. This seasonal behavior is of course expected and is recovered by the model
which seems to be a good candidate for extracting such features from the data.
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Figure 1: Estimation of u 7→ Qu(0, 0) (left) and u 7→ Qu(1, 1) (right). The estimates are given by
the full line and the dashed lines (dotted lines resp.) represent the bootstrap pointwise confidence
intervals at level 80% (90% resp.) and which are estimated using B = 5000 bootstrap samples.
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Birkhäuser,/Springer Basel AG, Basel, 2011.

S. Meyn and R.L. Tweedie. Markov Chains and Stochastic Stability 2nd. Cambridge University
Press New York, 2009.

36



E. Rio. About the lindeberg method for strongly mixing sequences. ESAIM, Probability and
Statistics, 1:35–61, 1995.
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